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EU: General Data Protection Regulations (GDPR)
Items Contents

Right to be 
forgotten

17 : When customers do not want, the personal contents should 
be elemen eliminated

Llimit of AI decision 22 : Customers have the right not to be handled by Al algorithm

Rright to 
explanation

13-14 : Customers have the right to receive proper explanations 
on the decisions made by AI algorithms

Fines Up to  4% of total global revenue

Enact 2018/05/28

In the area of high risk AI, the fine will be up to 6% of total global revenue



US: NIST AI Risk Management Framework

• US NIST Established the procedure of 

Trustworthy and Responsible AI Resource 

Center(AIRC, https://airc.nist.gov/Home) to 

support organizations/institutes to build 

responsible AI (March 2023).

• AI Risk Management Framework (AI RMF) 

asses the trustworthiness of AI product, 

service, design, and implementation.

• 240 organizations (companies, academia, 

organizations and government) agree the 

process.

https://airc.nist.gov/AI_RMF_Knowledge_Base/AI_RMF

https://airc.nist.gov/Home
https://airc.nist.gov/AI_RMF_Knowledge_Base/AI_RMF


China: forming a national standards for testing large language models

https://www.scmp.com/tech/policy/article/3226942/china-create-and-implement-national-standard-large-language-models-move-regulate-ai-while-using-its



UK: Impact Assessment of AI Health Care 

https://www.koraia.org/chtml/board.php?template=base&com_board_basic=file_download&com_board_id=12&com_board_idx=363&com_board_file_seq=0

• Ada Lovelace Institute conducts the Impact 
assessment of AI algorithm (Algorithmic 
Impact Assesment, AIA) on National Health 
Service (NHS) UK

• All companies needs approval from the AIA 
process when they wish to build AI models
with NIMP data of NIS. NHS finally select the 
companies and organization who can access 
the NIMP data.

• NHS NMIP AIA process emphasize the 
accountability and the transparency of AI 
models.

https://www.koraia.org/chtml/board.php?template=base&com_board_basic=file_download&com_board_id=12&com_board_idx=363&com_board_file_seq=0


Strategy to Realize AI Trustworthy in Korea
Vision, goals, detailed strategies of trustworthy artificial intelligence

The strategy has the vision of “realize trustworthy artificial intelligence for everyone” and will be implemented 

step by step until 2025, based on the three pillars of ‘technology, system, ethics’ and 10 action plans.

UK ▸ Established 5 codes of ethics (2018 Apr), a guide to using AI in the public sector (2019 June.), a guideline for explainable AI (2020 May)

June 2021



XAI – Explainable Artificial Intelligence

- David Gunning, Mark Stefik, Jaesik Choi, Timothy Miller, Simone Stumpf and Guang-Zhong Yang,
XAI—Explainable artificial intelligence, Science Robotics, 4(37), 2019.

https://robotics.sciencemag.org/content/4/37/eaay7120


Explainable Artificial Intelligence (XAI) 2.0:
A manifesto of open challenges and interdisciplinary research directions

- Luca Longo, Mario Brcic, Federico Cabitza, Jaesik Choi, Roberto Confalonieri, Javier Del Ser, Riccardo Guidotti, Yoichi Hayashi, Francisco 
Herrera, Andreas Holzinger, Richard Jiang, Hassan Khosravi, Freddy Lecue, Gianclaudio Malgieri, Andrés Páez, Wojciech Samek, Johannes 
Schneider, Timo Speith and Simone Stumpf, Explainable Artificial Intelligence (XAI) 2.0: A manifesto of open challenges and interdisciplinary research 
directions, Information Fusion, 2024.

https://www.sciencedirect.com/science/article/pii/S1566253524000794


Explainable AI Program in Korea

July 2017
- Present



International Standard of XAI



Explainable AI Program in Korea



One of the Most Accuracte XAI Technique
Google TensorFlow

Explainable AI Toolkit
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15 647억원 / 년

제철공정의고로에적용된 INFINITE OPTIMAL SERIES™는

정확한딥러닝최적예측을통해용광로내부의쇳물온도차를 25%감소실현

매년연료비 647억원절감

Partner Contents Media Year

POSCO

Using deep learning technology, artificial intelligence has created a "Smart Blast Furnace" that 

learns, predicts, and manages data. In the past, people used to check the temperature with 

pictures taken every two hours, but now they can predict and automatically control even the 

heat after an hour using an algorithm called deep learning. The Pohang 2nd furnace, where this 

technology is applied, has increased the amount of iron produced per day by 240 tons. It can 

produce 85,000 medium-sized cars annually. In fact, the average annual production of Pohang 

2nd furnace improved by 5% compared to the previous one, and fuel costs were reduced by 1%.

ChosunIlbo 2021

https://www3.weforum.org/docs/WEF_Global_Lighthouse_Network.pdf



AI prediction model for Acute Kidney Injury 
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• Developing model

• Internal validation

• External validation

• Clinical Test





AI prediction model for Acute Kidney Injury 

The training set comprised data from 183,221 patients at Seoul National University Hospital (2013-2017).

At Seoul National University Bundang Hospital (2020-2021), 

we randomly selected 74 patients from departments with high AKI rates, including 15% AKI cases.

Accuracy: physician: 0.797, student: 0.574, AI: 0.568. 

AI assistance improved recall and F1 scores: recall: 52.4% to 71.4%, F1: 37.7% to 46.1%.

In the AKI predicted group, 

- recall increased while F1 decreased for physicians (recall: 36.4% to 60%, F1: 43.2% to 33.3%) and 

students (recall: 54.5% to 80%, F1: 44.4% to 36.9%).

For the non-AKI predicted group,

- both saw significant gains in recall and F1 with AI (physicians: recall 16.7% to 87.5%, F1: 18.2% to 66.7%; 

students: recall 44.4% to 75%, F1: 21.1% to 40%).



Thank you

jaesik.choi@kaist.ac.kr


